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Problem Definition

● Align two point clouds
● Find a rigid transformation -> globally consistent
● Might have noise, occlusions

Source: https://new.certainty3d.com/blog/what-is-point-cloud-registration/2
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Related Work

● Traditional approach:
○ Iterative Closest Point (ICP) [Besl and McKay, 1992]

● Deep learning approach
○ Extract point embeddings
○ Find corresponding points
○ Estimate transformation (rotation and translation)

● Deep Closest Point [Wang and Solomon, 2019]
● Generate better point embeddings [Kadam et al. 2021]
● Better point matching [Choy et al. 2020, Sarlin et al. 2020]
● Soft assignments, weighted SVD [Yan et al. 2019]
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● Feature extraction: Dynamic Graph Convolutional Neural Networks (DGCNN) 
[Wang et al. 2019]

● Point matching: Transformer [Vaswani et al. 2017]
● Transformation estimation: Differentiable SVD

Deep Closest Point (DCP)

Source: [Wang and Solomon, 2019] 4
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DGCNN

● Generate features per input point 
● DGCNN explicitly incorporates local geometry (compared to PointNet)
● Local features from DGCNN are critical for high quality matching
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Transformer

● Module to learn co-contextual information

● Attention model learns asymmetric function:

● Then this function is used as a residual on features: 

● Essentially adds knowledge about other points
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Pointer Module

● To avoid non-differentiable hard assignments

● Generate singly-stochastic “soft map” from one point cloud to another

● “m” is a soft pointer from each element of X into elements of Y
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SVD Module

● Use soft pointer to generate a matching averaged point in Y 

● R, t extracted using SVD over pairings of X to predicted Y

● Differentiation of SVD as in Papadopoulo et al. (included in Pytorch)
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Approach: Additions

● Additions to DCP
○ Adding point color as an additional input signal
○ Independent sampling of source and target point clouds
○ As-Rigid-As-Possible (ARAP) Regularization as additional loss

9



Kerem Yildirir, Kaan Oguzhan, Baris Sen, Yigit Aras Tunali

● Mixamo  [Adobe, 2018]
○ Training Set
○ Validation Set

Approach: Datasets

● TUM RGBD [Sturm et al., 2012]
○ Test Set
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Additional Color Input

● Color as a strong signal for matching points
● Extend the input vector from [X, Y, Z] to [X, Y, Z, R, G, B]
● Keep the rest of the architecture fixed
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Experiments: Additional Color Input
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Original point sampling

● Training data generation
○ Source: Take N points
○ Target: Randomly apply rotation and translation

● One-to-one correspondence of point
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Independent Sampling
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Independent Sampling
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Experiments: Independent Sampling
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ARAP Regularizer [Sorkine and Alexa, 2007]

● As-Rigid-As-Possible
● Punishes bad 

correspondences
● Neighbour distances should 

be preserved after 
transformation

● Additional loss 
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Experiments: ARAP Regularizer
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Experiments: Final Results
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http://www.youtube.com/watch?v=-pViFfbn97U
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Original

Ours
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Conclusion & Future Work

● Conclusions:
○ Color input has the biggest impact
○ ARAP regularization slightly better, not a huge difference
○ Harder to learn if source and target independently sampled 

● Future Work:
○ Can be made robust to lighting changes
○ Training with noise
○ Uniform sampling from mesh triangles for more even input points
○ Improving the Mixamo dataset by adding more variation and characters, 

occlusions
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Thank you for your attention [Bahdanau et al., 2014]!
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