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Overview of the presentation
● Task Description
● Literature Review

○ Possible methods for 3D object detection
○ Popular datasets to test the methods
○ Limitations and constraints

● LDLS: Label Diffusion Lidar Segmentation
○ Advantages and disadvantages
○ YOLACT: Real Time Instance Segmentation

● LDLS-YOLACT for real-time performance
● SORT: Simple, online, real-time  tracking
● Conclusion and Future Work
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Task Description
LiDAR & SLAM give us an offline global map, but we need to detect dynamic obstacles, most 
importantly pedestrians, but also cars, cyclists and other objects not present when recording the 
global map. Based on live imagery of Intel RealSense and the Livox Mid-100 LiDAR,  we need to 
determine the position and class of obstacles in 3D.
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Literature Review
● For the task of 3D detection, best performing methods are LiDAR based and 

require 3D annotated data for fine-tuning
● Type of LiDAR we use is different from the one’s used in popular datasets
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LDLS: Label Diffusion Lidar Segmentation

● 3D Instance Segmentation of the 
point cloud using 2D detections 
provided from Mask R-CNN

○ Does not require any annotated 3D data!
○ Original implementation is not suitable for 

real time due to slow inference speed of 
Mask R-CNN
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Images are from the paper

https://arxiv.org/abs/1910.13955
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YOLACT: Real Time Instance Segmentation
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Images are from the paper

https://arxiv.org/abs/1904.02689
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3D Real-Time Instance Segmentation
● We solve the performance issue of LDLS by swapping Mask R-CNN with YOLACT, a faster instance 

segmentation model.
● For any given image and LiDAR data pair, we first perform 2D Instance Object Segmentation using 

YOLACT
● We then apply LDLS to label the point cloud data with the detected classes in 2D
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3D Instance Segmentation  ~12 FPS with Titan V
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SORT: Simple Online Realtime Tracking
● Detections at every frame
● Kalman filter for predicting the next position of an object
●  Discard frames which intersects with current tracks
● Match the frames at frame t-1 with frame t to extend the trajectory

Kerem Yildirir



Autonmous driving. 
Everywhere.

https://docs.google.com/file/d/16jNi52iKJpNBrht-H_FTgZhArLA8BN9C/preview
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Conclusion
● 2D segmentation is 

really fast and accurate
● We can get accurate 

and fast results by 
subsampling the point 
cloud

● Our tracker can not 
recover from missing 
detections

● Narrow camera field of 
view generates partially 
detected 3D objects

● LDLS is still slow when 
number of points is too 
large
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Future Work
● Replacing the camera with a larger field of view alternative
● Implementation of LDLS using C++ and CUDA
● Using LDLS  and a 3D bounding box regressor for generating 3D Bounding 

Boxes, then train LiDAR based methods with the new data
● Using 3D trackers which take 3D motion into account or better 2D trackers 

which are more complex and also [predict velocity and orientations
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